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An algorithm is presented that corrects a multichannel fiber-coupled spectrograph for stray or scattered
light within the system. The efficacy of the algorithm is evaluated based on a series of validation mea-
surements of sources with different spectral distributions. This is the first application of a scattered-light
correction algorithm to a multichannel hyperspectral spectrograph. The algorithm, based on character-
ization measurements using a tunable laser system, can be extended to correct for finite point-spread
response in imaging systems. © 2012 Optical Society of America
OCIS codes: 010.0010, 110.4234, 290.2648, 140.3460, 060.2310.

1. Introduction

Multichannel spectrometers, such as multiple-fiber-
input spectrographs, allow the simultaneous acquisi-
tion of spectrally resolved data sets from spatially
distinct targets. They are widely distributed through-
out a number of industries for applications ranging
from product quality assurance to high-throughput
medical diagnostics. As multichannel nonimaging
systems (and imaging systems) are increasingly used
in quantitative optical metrological applications, the
need for a more complete understanding of the radio-
metric performance of the instrument intensifies.

Scattered, or stray, light (SL) within an input chan-
nel (along the spectral or dispersion direction) as well
as channel-to-channel cross talk (spatial direction)
arising from improperly imaged, or scattered, optical
radiation within an instrument is often difficult to
properly characterize and is commonly a dominant

measurement error—particularly when the spectral
distribution of a source differs significantly from that
of the calibration source. A one-dimensional (noni-
maging, single-input) SL correction (SLC) algorithm
has been developed previously for the correction of
spectral SL in spectrographs [1,2] and the foundation
for the two-dimensional SLC algorithm, describing
the correction of spatial SL in imaging systems, has
been laid [3,4].

In this work, a two-dimensional SLC algorithm is
presented that accounts and corrects for SL error in a
multiple-input hyperspectral spectrograph system.
The algorithm is a special case of the spatial SLC
algorithm for hyperspectral imaging systems [3–5].
In contrast to conventional point-spread correction
algorithms that focus on sharpening up imagery—
focusing on the region where the point-spread
function has significant weight [6,7]—this algorithm
focuses on the cumulative effects of a finite point-
spread function in the region where the point-
spread function has minimal weight (typically under
1%). The algorithm simultaneously corrects for
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along-track (within a channel) and cross-track
(channel-to-channel) SL. It has applications in im-
proving the image contrast in high-contrast scenes,
such as are commonly observed in satellite remote
sensing of ocean and cloud scenes [8,9] as well as
in optical medical imaging applications. The results
represent the first description of a SL correction al-
gorithm for a multichannel spectrograph system and
have direct implications for correction of imaging
sensors for finite point-spread response [3,4,9–11].
In form and function it is very similar to the SL cor-
rection algorithm developed by Jansson et al. for cor-
recting SL errors in image scanners and digital still
cameras [5,11,12]. In contrast to the previous work,
the algorithm presented here does not rely on itera-
tive solutions to the problem [1–4].

2. Stray Light Correction Algorithm

In a perfect system with monochromatic excitation,
an image of the entrance slit is formed on the detec-
tor array and no light outside of this image is de-
tected. This signal, encompassing several columns
on the two-dimensional detector array or elements in
a single-channel diode array system, represents the
measurand of interest. The detector response to this
input is the properly imaged, or in-band (IB), signal.
In a real system, the imaged slit is modified by SL in
the system; this scattered radiation can fall on any
element in the detector array. In general, the total
measured signal consists of both IB light and SL,

Ymeas � YIB � YSL: (1)

Let n � the number of columns (or elements) in
the array. The detector array elements can be ar-
ranged into a n × 1 vector, with each input channel
given by the superscript i,

Y⃗i
meas �

2
666666664

yi;1meas

yi;2meas

..

.

yi;nmeas

3
777777775
;

Y⃗ i
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Further grouping array elements according to
channel, letting m � the number of input channels
to the spectrograph, yields single-column vectors
with dimensions �m × n� × 1:
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.
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.
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SL
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777777775
: (3)

The SL signal at an element is the sum of all SL
contributions falling on different elements in the ar-
ray as well as a contribution from incident radiant
flux not imaged onto the detector array (that is, out-
side the designed spectral range of the instrument).
The SL signal refers to that fraction of the light
properly imaged at element k in the array that is de-
tected at element l. For each element k, there is a
1 × �m × n� array that describes the scattering into
that element. Values within the IB area, that is,
the value of k and neighboring elements in the array,
are set to 0. Grouping these one-dimensional arrays
into a two-dimensional array, the SL vector, Y⃗SL,
can be expressed as a fractional part of the in-band
signal; that is,

Y⃗SL � D
↔
· Y⃗IB � δ⃗: (4)

The rank-two scattering tensor, D
↔
, called the SL

distribution matrix (SDM), has element magnitudes
expressed as fractional contributions from the IB sig-
nal. It fully describes the SL characteristics of the sys-
tem for light within the spectrograph’s spectral range,
that is, for light whose dominant component is prop-
erly imaged onto the array. There is an additional vec-
tor, δ⃗, in Eq. (4) that represents the sum of the detector
response to source radiant flux outside the instru-
ment’s spectral range, that is, incident flux not imaged
onto the detector array. Because there is no fractional
IB signal to normalize the detector response to, it can-
not be quantified and corrected with the method
presently described. However, this component may
be negligible or can be reduced to a negligible level
by using band-pass filters to block out-of-range radia-
tion from entering the spectrograph. In the following
discussion, δ⃗ is assumed to be zero.

For each channel i, the Y⃗i
SL column vector can be

expressed as

Yi
SL �

X
j

D
↔i;j

Yj
IB; (5)
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where i represents the channel of interest and the
summation j runs over all channels, including i.
Equation (5), written explicitly, is given by
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Each tensor D
↔i;j

is an n×n element array; there is a

total of m2 D
↔i;j

tensors. As an example, D
↔1;1

is expli-
citly expressed as
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:

(7)

The diagonal tensors, D
↔i;i

, describe the scattering

within a channel. Tensors D
↔i;j

, where i ≠ j, describe
the cross-track coupling from channel j into channel
i. The columns in Eq. (6) correspond to scattering
from channel i into the other channels. To fill the col-
umns in each tensor, the responses of the system to
monochromatic sources are recorded. Monochro-
matic light input into channel i giving rise to a signal
at column k on the sensor array is normalized by the
IB signal falling on channel i. These fractional SL

values fill the kth column of allD
↔i;j

tensors. Typically,
a subset of columns is filled using measured values;
intermediate column elements are filled by interpo-
lating between measured results. In a hyperspectral
system, the image of the entrance slit on the detector

array for monochromatic input flux encompasses
several pixels. Assume an image on the detector ar-
ray is �α elements wide. Matrix elements within �α
elements along the diagonal in the along-track ten-

sors, D
↔i;i

, are set to 0. Explicitly, matrix elements
of di;i

k;l over the range k − α < l < k� α are set to 0.
Substituting for Y⃗SL, Eq. (3) can be expressed as

Y⃗meas � Y⃗IB � Y⃗SL � Y⃗IB �D
↔
· Y⃗IB: (8)

In the final step in the algorithm, the IB signal is col-
lapsed into a delta function; neighboring, normally
nonzero IB elements are set to 0, and the integrated
IB response is given along the diagonal,

Y⃗IB � I · Y⃗IB; (9)

where I is the identity matrix. Y⃗meas can now be
expressed as

Y⃗meas � �I �D
↔
� · Y⃗IB: (10)

Finally, solving for Y⃗IB,

Y⃗IB � �I �D
↔
�
−1

· Y⃗meas � A
↔−1

· Ymeas;

A
↔

� �I �D
↔
�: (11)

Equation (11) is a system of simultaneous linear
equations with the same number of equations as un-
knowns; each unknown column vector Y⃗IB can be ob-
tained by directly solving Eq. (11) using a proper
linear algebraic algorithm (e.g., the Gaussian elimi-
nation algorithm). The system of equations can also
be solved using a Taylor series expansion. Because

D
↔

≪ 1, the Taylor series can be terminated after
one or two terms in the series. However, in terms
of simplicity and calculation speed, it is preferable

to solve Eq. (9) by inverting matrix A
↔
,

Y⃗IB � A
↔−1

· Y⃗meas � C
↔
· Y⃗meas: (12)

where C
↔
, the inverse of A

↔
, is the SL correction matrix.

To obtain the SL-corrected values, the measured sig-

nal is simply multiplied by C
↔
. Development of the

matrix C
↔

is required only once unless the imaging
characteristics of the instrument change. Using
Eq. (12), the SL correction becomes a single matrix
multiplication operation. Note that this algorithm
does not affect the resolution of the instrument:
it neither sharpens nor blurs the properly imaged
radiation.

3. Application to a Multichannel Spectrograph

The multichannel spectrograph system is based on a
Horiba Jobin Yvon CP140 f∕2.0 spectrograph, uses a
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concave reflective grating as the dispersion element,
and has an Andor CCD detector at the focal plane.
(Certain commercial equipment, instruments, or ma-
terials are identified in this report in order to specify
the experimental procedure adequately. Such identi-
fication is not intended to imply recommendation or
endorsement by the National Institute of Standards
and Technology, nor is it intended to imply that the
materials or equipment identified are necessarily the
best available for the purpose.) The CCD has 1024
pixels of 25 μm in the dispersion direction, covering
the spectral range from 326 nm to 965 nm, and 256
pixels along the slit height (spatial direction). The
system has four 1 mm core diameter input fibers;
the fibers, aligned with the entrance slit, formed spa-
tially separated images or channels on the CCD. The
response of the spectrograph system when all four
input channels measure a broadband spectral source
is shown in Fig. 1. The rectangular boxes outlined
with black define each channel; CCD detector counts
or digital numbers (DNs) are integrated over the slit
direction for each channel, resulting in a single spec-
trum for each fiber input. Figure 2 shows the CCD
response with a filtered Xe arc source input into
channel 2 and no light input into the other channels.
The finite responses from channels 1, 3, and 4 in the
figure arise from SL; this form of SL is commonly re-
ferred to as cross-channel coupling. In Fig. 3, the sig-
nal from channels 1, 3, and 4 are shown in ratio to the
signal from channel 2 for pixels 400 to 900. In this
region, the cross-track coupling is on the order of
0.25% for neighboring channels 1 and 3, decreasing
to 0.1% for channel 4.

An instrument’s response to stray light is charac-
terized by measuring monochromatic spectral line
sources. Broadly tunable narrowband lasers in the

National Institute of Standards and Technology
(NIST) facility for Spectral Irradiance and Radiance
Responsivity Calibrations using Uniform Sources
(SIRCUS) were used to characterize the SL response
of the system [13]. In this case, the spectral SL

Fig. 1. Andor CCD image showing the four input channels to
the spectrograph illuminated by an IR-filtered Xe arc source.
The edges of each channel are denoted with solid black lines. The
spectral, or dispersion, dimension and the spatial dimension are
labeled in the figure.

Fig. 2. (Top) Signal from channel 2 when illuminated by a Xe arc
source. (Bottom) The signal from channels 1, 3, and 4, with only
channel 2 illuminated by a Xe arc source.

Fig. 3. Ratio of signals from channels 1, 3, and 4 to the signal
from channel 2, with channel 2 illuminated by a Xe arc source.
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Fig. 4. Subset of the imaged laser lines used to characterize the
along-track scattering from channel 2. The dark black horizontal
line denotes the transition point between IB, or properly imaged,
radiation and OOB, or scattered, radiation. It is set at 1% of the
peak value. Note that the vertical axis is scaled in arbitrary units
(A.U.).

Fig. 5. Expanded image on the CCD for laser input between
450 nm and 480 nm. The peak for the laser images on the
right-hand side of the graph was set to a value of 1. Note the light
from second-order diffracted light falling on the CCD between
880 nm and 980 nm.

Fig. 6. Four D
↔3;j

submatrices that describe (a) scattering from channel 1 into channel 3 (D
↔3;1

), (b) scattering from channel 2

into channel 3 (D
↔3;2

), (c) scattering within channel 3 (D
↔3;3

) and (d) scattering from channel 4 into channel 3 (D
↔3;4

). Each submatrix
has 1024 × 1024 elements (the number of elements in the detector array).
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response can be easily separated from the desired
signal: any response measured by array elements
outside the instrument’s bandpass arises from
scattered, or improperly imaged, light. The excita-
tion source should uniformly fill the instrument’s

Fig. 7. Full SL distribution function matrix, D
↔
. Note that the pixels along the diagonal (within the IB area) are 0 by definition.

Fig. 8. Uncorrected and SL-corrected signals from the spectro-
graph for a single channel, channel 2, illuminated by radiation
from a Xe arc lamp. Solid colored lines are uncorrected signals
from all four channels; dashed colored lines are SL-corrected
signals from channels 1, 3, and 4.

Fig. 9. Transmittance filter types used with the Xe source, a
BG-39 filter, a BG-28 filter, and a PER photopic filter.
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entrance pupil. Historically, and in this case, laser-
illuminated integrating spheres have been used as
the uniform source [1–4].

The lasers were tuned over the spectral range of
the system in approximate 50 nm increments, a
single channel at a time, and the responses of all de-
tector elements of the instrument were recorded.
Figure 4 shows a subset of the laser characterization
of the along-track scattering for channel 1. In this
system, the transition between properly imaged (IB)
and scattered or out-of-band (OOB) radiation was
selected to be at 1% of peak value, given by the dark
horizontal line in the figure. There was no filtering of
higher-order diffracted light from the grating in this
system, and second-order scattered blue radiant flux
from the grating is imaged in the red spectral region
(at twice the wavelength). Figure 5 shows second-
order scattering from light in the 450 nm spectral

region imaged onto the detector array in the 900 nm
spectral region.

The D
↔i;j

tensors are partially filled from the laser
measurements by first normalizing the scattered
light by the IB area of the illuminated channel.

The rest of the D
↔i;j

elements are filled by interpolat-
ing between these laser measurements such that
there are values for every element in the arrays.

Figure 6 shows the D
↔3;j

tensors that describe scatter-
ing within channel 3 and scattering from the other
three channels into channel 3. Each tensor has
1024 × 1024 elements (the number of elements in

the detector array). The diagonal tensor, D
↔3;3

, corre-
sponds to along-track SL; the normalized signal is
shown in Fig. 6(c) on a logarithmic scale. Elements
along the diagonal, shown as the white line in the

Fig. 10. Validation measurements from (a) channel 1 with an unfiltered Xe lamp; (b) channel 2 with a Xe lamp with a photopic PER filter;
(c) channel 3 with a Xe lampwith a BG39 filter; and (d) channel 4 with a Xe lampwith a BG28 filter. Data are shown on a logarithmic scale.
The black lines are for all four tracks illuminated, with no SL correction; the blue lines are the signals from the channels when only the
single channel is illuminated; the red lines are the SL-corrected signal when the single channel is illuminated; and the green lines are the
SL-corrected signals when all channels are illuminated.
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figure, are set to 0. There is a strong feature on the

right-hand side of the D
↔3;3

graph. This feature corre-
sponds to the second-order diffracted light from the
grating (Fig. 5). The signals from normalized cross-
track coupling matrices, Figs. 6(a), 6(b), and 6(d),
are shown on a linear scale. The relatively strong sig-
nal from neighboring channels along the diagonal
corresponds to light scattered directly opposite the

IB signal. The bifurcation in D
↔3;4

, Fig. 6(d), parallel
to but offset from the diagonal, is an interesting un-
explained artifact of the instrument, likely resulting
from a spurious reflection off of an optical surface
such as a window or lens.

The 16 D
↔i;j

tensors are combined to form the SDM

tensor,D
↔
, shown in Fig. 7. Within eachD

↔i;j
submatrix

element, the rows correspond to scattering in chan-
nels. So, for example, row 1, which consists of the four

submatrices D
↔1;j

, corresponds to scattering contribu-
tions to the signal in channel 1 from channels 1, 2, 3,
and 4. The columns correspond to scattering from a
channel into the other channels. For example, col-

umn 1, the four tensors D
↔i;1

, corresponds to scatter-

ing from channel 1 into channels 1, 2, 3, and 4. D
↔

is a
square matrix with dimensions equal to the number
of channels times the number of detector elements, in
this case 4 × 1024, or a 4096 by 4096 matrix.

4. Validation Measurements

A simple validation experiment is to illuminate one
channel and see if the multichannel correction algo-
rithm properly handles cross-track coupling. Figure 8
shows the results of that test. In this figure, channel
2 was illuminated with a broadband Xe arc source.
Uncorrected cross-track coupling is given by the solid

Fig. 11. Expanded view of validation measurements from (a) channel 1 with an unfiltered Xe lamp; (b) channel 2 with a photopic PER
filter; (c) channel 3 with a Xe lamp with a BG39 filter; and (d) channel 4 with a Xe lamp with a BG28 filter shown on a linear scale. The
black lines are for all 4 tracks illuminated, with no SL correction; the blue lines are the signals from the channels when only the sin-
gle channel is illuminated; the red lines are the SL-corrected signal when the single channel is illuminated; and the green lines are the
SL-corrected signals when all channels are illuminated.
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colored lines, and SL-corrected cross-track data
are given by the dashed colored lines for channels
1, 3, and 4. The SL correction algorithm reduces
the magnitude of the cross-track SL signal one to
two orders of magnitude, to approximately the 0.1
DN limit.

In a second experiment, a Xe source was used with
different-colored filters to validate the efficacy of the
multichannel SL correction algorithm. The Xe source
was used for one channel, and the Xe source was fil-
tered with an optical glass filter from CVI Laser
Corporation simulating the photopic response of
the human eye, called a PER filter, and two visible
spectrum bandpass Schott glass filters, BG-39 and
BG-28, which were used for the other three channels.
Filter transmittances are shown in Fig. 9. The filters
all have low transmittance in the near IR: the BG-39
and photopic filter transmittances are 0.01% of the
peak transmittance or less from approximately
750 nm to 1000 nm. The BG-28 filter has a 0.1%
transmittance from 600 nm to 850 nm.

Channel 1measured theunfilteredXe source, chan-
nel 2 measured the PER filtered Xe source, channel 3

measured theBG-39 filtered Xe source, and channel 4
measured the BG-28 filtered Xe source. Two sets
of measurements were made. In the first set of mea-
surements, only one channel was illuminated at a
time and the signals from all four channels were
measured. In the second set of measurements, all
four channels were simultaneously illuminated.
The previously developed along-track SL correction
algorithm was applied to the single-channel illumi-
nation data [1], and the newmultichannel correction
algorithm was applied to the multichannel data set.

The results are shown in Fig. 10 on a logarithmic
scale and in Fig. 11 on a linear scale. The SL correc-
tion algorithm for multichannel excitation works as
well as the single-channel illuminated SL correction
algorithm; in fact, it is difficult to separate the two
SL-corrected spectra. The correction reduces the
magnitude of the measured signal in spectral regions
where there is no incident flux an order of magnitude
or greater, with the exception of a region around
array element 300 (corresponding to a wavelength
of approximately 775 nm). This residual SL signal
arises from insufficient characterization of the SL

Fig. 12. Ratio of SL-corrected to uncorrected signals from the spectrograph looking at (a) channel with an unfiltered Xe lamp; (b) channel
2 with a photopic PER filter; (c) channel 3 with a Xe lamp with a BG39 filter; and (d) channel 4 with a Xe lamp with a BG28 filter.
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distribution function in the region where second-
order diffracted light impinges on the array (Fig. 5).

The ratios of the corrected signal over the uncor-
rected signal in regions with measurable signal for
the four channels are shown in Fig. 12. The ratio
is approximately 0.98 for all four channels and only
slightly dependent on the source filter selection. Un-
corrected, there is a 2% error arising from SL in the
system in the region where the signal is highest for
all four channels. The magnitude of the SL-related
measurement error is only slightly dependent on
the source filter selection. At either end of the array,
the SL-corrected to SL-uncorrected ratio is an order
of magnitude or greater, increasing as the signal
decreases.

5. Future Directions

In the limit where each channel is one pixel wide, the
separation between channels is reduced to zero pix-
els, and there are imaging fore-optics in the system,
the algorithm becomes a point-spread correction
algorithm applicable to imaging systems with high
accuracy requirements in fields ranging from medi-
cal imaging to remote sensing. One compelling ap-
plication is to implement a point-spread correction
for the moderate resolution imaging spectroradi-
ometer (MODIS). The finite point-spread response
of MODIS impacts both land coverage assessment
[14] and ocean color data products [8,9,15]. Refer-
ences [8,9,14,15] have proposed point-spread correc-
tion algorithms. Meister et al. [9,15] have examined
the effects of finite point-spread response (due to SL)
on MODIS bands 8 through 16, corresponding to re-
levant ocean color bands from 412 nm to 869 nm.
They showed that the contamination of measured
top-of-atmosphere (TOA) radiances due to a large
(semi-infinite) cloud is band dependent with mea-
surement errors up to 1.5% at 50 pixels (correspond-
ing to 50 km) from the cloud. They also examined
three MODIS Aqua granules and showed that, for
the granules they examined, about half of the ocean
color pixels are within a 5 × 7 mask around clouds.
Scattered light 10 km from a large cloud ranges from
1% for band 11 (531 nm) to 3% for band 13 (667 nm).
These are significant measurement errors compared
with the MODIS uncertainty requirements of 2% in
reflectance and 5% in radiance [16].

With such large consequences due to SL, it is
worthwhile considering a means to validate the cor-
rection algorithm and to set uncertainty bounds on
the corrected imagery. A means to potentially accom-
plish that goal is to examine time-series measure-
ments of a well-characterized, radiometrically stable
ocean site. Such a site could be in the Southern
Ocean where clear ocean measurements have de-
monstrated stability, or it could be an instrumented
site, such as the Marine Optical Buoy (MOBY) site
located off the leeward side of Lanai, Hawaii [17],
or the Buoy for the acquisition of long-term optical
time series (BOUSSOLE) site in the Ligurian Sea
off of Nice, France [18].

6. Summary

The SL correction matrix, derived from the SDM,
was developed and applied to the correction of a mul-
tichannel spectrograph system. Validation measure-
ments of a filtered Xe arc source demonstrate the
ability of the correction algorithm to reduce the mag-
nitude of errors arising from SL in the system by one
to two orders of magnitude. In addition to providing
the first correction of a multichannel spectrograph to
SL, it lays the mathematical foundation for a full
point-spread response correction for hyperspectral
imaging systems.
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Division. DKC was supported by NIST through order
number 70NANB9H9120 to SpaceDynamics Labora-
tory, Logan, Utah, under a joint NIST/Utah State
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